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FOREWORD

In the era of Generative Al, security cannot be an afterthought. ModelKnox, powered by
AccuKnox CNAPP, offers a comprehensive solution for securing your Large Language
Models (LLMs) throughout their lifecycle.

Key Features from ModelKnox -

e End-to-end LLM pipeline security

Real-time threat detection and remediation

Compliance with industry standards (OWASP, NIST, MITRE)

Intuitive dashboard for holistic security posture management

Securing CUDA workloads (NVIDIA) for enhanced performance and security

Here’s what you can expect from ModelKnox -

Mitigate risks associated with Al deployments
Ensure data privacy and regulatory compliance
Streamline DevSecOps and MLSecOps processes
Stay ahead of emerging Al security threats

Don't let security concerns hold back your Al innovations. With ModelKnox, embrace
the power of Large Language Models with confidence..
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1. INTRODUCTION

While earlier generations of Al technologies had significant promise and potential, current
Al technologies deliver tangible business value, one that corporations, governments and
individuals cannot ignore. Large language models (LLMs) got a lot of attention with the
advent of ChatGPT, which popularized their use by businesses and individuals. Al
technologies, that were relegated to the backwaters of niche corporate tasks or academic
study, are now in the mainstream, thanks to advances in computer power, data availability,
and tools such as Llama 2, ElevenLabs, and Midjourney. The upshot is that the barrier to
entry for GenAl has not only dropped precipitously but, as reflected in broad-based interest,
it has also shown that solid plans for integrating and using Al in corporate processes are
now a matter of urgency. As Gartner aptly opines in their most recent report:

“Al agents must be protected like autonomous machines, across their tasks, interactions
and communications” - Gartner, June 2024

Artificial intelligence (Al) is a multidisciplinary term covering numerous computer science
subspecialties that make it feasible for robots to perform things that have historically
required human intelligence. Two vital subspecialties of Al are machine learning (ML) and
generative Al. The primary goal is to create algorithms that can learn from data to make
predictions or inferences. A type of machine learning often called GenAl is to learn a model
to make new data, typically using large-scale language models. It is called a large language
model if it is an Al system that uses massive natural language datasets to generate text that
mimics that of a human. The rapid development of GenAl technology has thrown enterprises
into new terrain as they attempt to balance the benefits accrued with the need for extremely
tight security measures. Fast progression in GenAl provides ways for adversaries to improve
their methods of attack; this means that a dual challenge arises: the challenge for defense
and the escalation of threats. Businesses use Al for controlled detection and response
applications, email spam filtering, SIEM for behavioral analytics, and most HR aspects.

ModelKnox aims to provide security for the LLM application pipeline, right from
development to runtime. As benefits, threat vectors and challenges of ethical and reliable Al
evolve, ModelKnox will continue to advance and evolve to support you in protecting your
LLM workloads.

ModelKnox is for tech, cybersecurity, privacy, compliance, legal, DevSecOps, MLSecOps,
leaders to help them deliver highly value-added AI capability to business units so they derive
strategic value. It helps such leaders leverage Al for company success, keep ahead in the
space as Al regulations and requirements continue to be in flux, and at the same time curtail
the perils that can come from increased attack surface from the increased adoption of
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AI/LLM Models. ModelKnox relies on critical areas and responsibilities necessary for the
organization's security in developing an LLM strategy. LLM application teams will benefit
from this by enhancing the existing defense strategies and building new ones to mitigate the
new threats that this state-of-the-art technology poses.

1 GARTNER’S TAKE ON GEN AI SECURITY

The Gartner document, titled "Emerging Tech: Top 4 Security Risks of GenAl" (G00785940),
published on August 10, 2023, discusses the emerging security risks associated with
generative Al (GenAl) technologies, particularly large language models (LLMs) and chat
interfaces. The document identifies four major risks: privacy and data security, enhanced
attack efficiency, misinformation, and fraud and identity risks.

"GenAl is expected to be fully capable of enhancing the efficiency of cyberattacks, which
will challenge existing paradigms and security tooling in a variety of ways, including by
providing in-depth knowledge support of known threat actor exploits and intelligence,
Enabling potential future use of autonomous bots with in-depth penetration testing skills,
Enhancing the ability for threat actors to bypass and evade enterprise security controls,
Generating attacks or malware with simple text-based instructions via chatbot prompts and
prompt injections" (Gartner, 2023).
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1.1 Privacy and Data Security Risks

As per Gartner analysts, "The lack of data anonymization techniques, if not used sufficiently
and/or data is shared with third parties and with API authorization permissions
management can lead to the potential data leak, risk or breach".

It also warns about the risk of "inference attacks" where advanced users can reverse-
engineer sensitive information from the training data, and adversarial attacks that can
bypass built-in safety measures through techniques like "jailbreaking" and "prompt
injection."

1.2 Enhanced Attack Efficiency

"LLMs are increasing the availability and variety of attacks by enabling would-be attackers
with malicious code development through easy-to-use prompts" (Gartner, 2023). It further
states that "GenAl is expected to enhance the efficiency of future cyberattacks by enabling
lower-level malicious actors with potentially novel and more advanced attacks"

The concept of smart malware leverages LLMs as autonomous agents to drive attack
strategies, permutate attacks, and enable self-iteration and strategy development. They
predict that by 2025, autonomous agents will drive advanced cyberattacks that give rise to
'smart malware,' pushing providers to offer innovations that address unique LLM and
GenAl risks and threats

Backdoor : Insecure
and data Adi\;\eri?snal output
poisoning P handling

Prompt
injection

Jailbreaking

Watermark
ing and Model theft
evasion

Data
extraction
and privacy

Denial of
service
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2 RECOMMENDATIONS FROM GARTNER

The adoption of GenAl technologies in enterprises brings significant business value but also
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introduces new security risks, such as prompts and APIs. Two trends are discussed:
embedded GenAl applications and Al agents. The trend of embedding external language
models (LLMs) in GenAl applications raises security concerns, such as adversarial prompt
attacks. Vendors must secure communication paths across enterprise boundaries. However,
sending enterprise data to third parties via prompt engineering raises data leakage risks and
breaks traditional security rules. Gartner's 2023 Al in the Enterprise Survey shows the most
common way to fulfill generative Al (GenAl) use cases is to embed large language models
(LLMs) into existing applications.

Secure Communication With External GenAl Applications and Al Agents

Vector Secure communication » EI External LLM 1
database with external LLM

o — — [=] External LLM 2
Lo

| .
E ' Intelligent ' @a
Structure apps/Al agents ) . @2

data Secure communication
with external Al agents

External Al agent 1

External Al agent 2

B

Knowledge
agraph

Gartner

The increasing adoption of Al agents for automation raises security concerns due to
uncontrolled data exchange with external parties. This trend creates business opportunities
for vendors to secure communication paths across organizational boundaries. Al agents are
autonomous or semi-autonomous software entities that use Al techniques to perceive, make
decisions, take actions, and achieve goals in their digital or physical environments. Cross-
organization Al agent workflows and data paths create new attack surfaces, such as APIs
and uncontrolled data exchange, which should be protected before massive adoption.


https://www.gartner.com/en/newsroom/press-releases/2024-05-07-gartner-survey-finds-generative-ai-is-now-the-most-frequently-deployed-ai-solution-in-organizations
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Critical Insights to Secure Communication Between Cross-Organizational

GenAl Applications and Al Agents

Critical insight

Embedding external LLMs for GenAl

applications or Al service chaining will ®

create new attack surfaces, causing

disruptions like data loss or leakage.

Al agents will create new attack

surfaces when they leverage external @

tools or Al agents, resulting in workflow
disruptions and data loss.

Develop new products to protect GenAl
applications by securing generative
communication across organizational
boundaries.

Protect Al agents’ external collaboration
by building data filters to enforce policies
and advancing new approaches like
topical routing.

Gartner

Externally hosted Language Modeling (LLMs) are increasingly being used for GenAl
applications, presenting new security opportunities. However, this also raises concerns about
prompt filtering, data security, and generative responses. Two common deployment styles
involve enterprises without internal self-managed LLMs embedding their GenAl
applications with external LLMs or implementing GenAl service chaining to route requests
to external LLMs. Both scenarios involve common risks in prompting and data security,
necessitating the implementation of security guardrails to intercept cross-organizational
communication, apply security protocols to the data path, and perform filtering of prompts

or data.

Secure Data Paths Between Internal and External GenAl Apps
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Al agents are designed to act autonomously and proactively. They learn and adapt by
interacting with external tools and agents outside the organization's network. This
collaboration can introduce risks, such as exposing new security attack surfaces that
cause business disruption and asset damage. These agents often execute cross-
organizational tasks, leveraging external tools and collaborating with external agents. As
LLM-based Al agents become more popular, pool-to-pool agent communications are
expected to become a new way to collaborate across B2B boundaries and split traffic
between agent pools. The need for efficiency in agent-to-agent communications will
likely drive a greater emphasis on security elements. Agentic standards are nascent and

not yet driven by outside developments beyond basic generative Al laws, such as the EU
ATl Act.

“Al agents must be protected like autonomous machines, across their tasks, interactions,
and communications.” Gartner (June 2024)

How Al Agents Work
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Gartner
Sample Security Risks and Ways to Mitigate Them (Source: Gartner)

Security Concerns ’ Recommended Features ‘ Customer Outcome

Data masking, morphing Enhanced privacy

Sensitive data leakage .. .
or tokenization protection

Data loss Data loss prevention (DLP) | Protection of enterprise
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Security Concerns

Recommended Features

Customer Outcome

data for confidentiality
and integrity

Vulnerable APIs

API security solution
including natural language
analytics and filter for API
payload

Usage restricted to
approved external APIs;
Customers have the ability
to analyze text context
inside API payload to
avoid sensitive data being
sent out

Malware, ransomware and
other threats

Advanced threat detection
and response tools

Prevention of threat
attacks to external models
and GenAl applications

Model safety/prompt
filtering

Input/output filters, topical
filters by Al agent or user
role, binding of
interactions to specific
roles

Ability to control prompt
data as input and model
response as output

Shadow Al

Model use visibility,
routing functions for
specific topics or to
approve or deny access

Ability to send prompt
request only to the
approved LLMs, restricting
access to others

API authentication

Enforcement of geo-
location, IP address or
authorized hosts/apps for
APIs

Prevention of the misuse of
LLM APIs by third parties
or through stolen
credentials

Sample Attack Surfaces for Cross-Organization Al Agents (Source: Gartner)

Attack Surfaces

Security Concerns

Recommended Features
for Product Roadmap

Risks arise at APIs and
plug-ins when Al agents
leverage external tools.

Data loss/leakage, API
vulnerability, malware and
ransomware attacks at the
Al communication path

API security, API
authentication, data
masking, advanced threat
detection and response
tools including network
detection and response
(NDR)/extended detection
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Recommended Features
for Product Roadmap
and response (XDR)
products

API security, API
authentication, data
masking, morphing or
tokenization, advanced
threat detection and
response tools; Design
filters and define
standards in Al agent
communication protocols;
Apply role bindings and
other methods to guardrail
LLM sessions, to control
topics, and to enforce
policy or access control

Attack Surfaces Security Concerns

All concerns listed in Table
1 except model

Risks occur when internal | safety/prompt filtering and
Al agents communicate shadow Al; There are few
with external ones. or no security
considerations in Al agent
communication protocols.

e Security providers should secure generative communication across organizational
boundaries and deploy gateway products on their data paths to include features
like data masking and API payload filters.

e Security products should build data filters to enforce Al agents' external
communications, participating in security standard designs for agentic
communication and advancing new approaches like topical enforcement.

e Platform should have methods for filtering and enforcing Al agents'
communications that can classify topics, enforce content restrictions, filter
complex data types and potentially move toward a more knowledge-aware
enforcement era.

e Participate in the development of new Al agent standards to address new
challenges in agentic communications and take an active role in defining industry
standards to ensure the security of these communications.

e Advance the technology your organization uses in areas such as topical filtering,
role enforcement, contextualized Al agent behavior and sensory agent's anomaly
detection, with potential use cases to model the behavior of Al agents over time.

3 LLM THREAT VECTORS

OWASP [Open Web Application Security Project] is a nonprofit organization that aims
to improve software security and help protect web applications from cyber attacks.
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OWASP was founded in 2001 and has thousands of members and hundreds of chapters

worldwide. OWASP has delivered its flagship report OWASP Top 10 on a number of

areas (Cloud, API, End Point, etc.) that involve Security/Threat exposure. They recently

released OWASP Top 10 for LLMs. The following section provides additional detail:

3.1 OWASP Top 10

Identify immediate threats by
Threat Modeling abuse cases

Review internal or external
Step |: Resilience First exploitation cases for threat
Strategy model scenarios and verify
security controls

Scan and monitor the
environment for any instances
of rouge applications.

—

I Review contracts, NDA,
) governance, and security to
—W incorporate LLM or GenAl use or

Step 2: Update existing
policy

_:_,___———'——-_'_‘-—ﬁf —
= - _ Update security awareness
. sy " training, developer, legal, or
_ﬁStep 3: Training / Education ) other training to include LLM or
- GenAl use or threat
e

LLM-deployment

Wm'k with executives, business

leaders, and other stakeholders

to identify an LLM or GenAl
- - solutions strategy

Step 4: Engage with leaders

. y 3 o

Implement mitigation / risk

strategy

Third-party and vendor Al

Step 5: Update Third Party solutions will require
Risk Management Program augmented questionnaires and
reviews

Step 6: Choose a deployment
strategy

Source: OWASP LLM AJ, Security, and Governance Checklist

14



AccuKnox ModelKnox - Zero Trust LLM Security

LLMO1 - Prompt Injection

Prompt injection occurs when an attacker manipulates LLM inputs to execute unintended
actions, potentially leading to data exfiltration, privilege escalation, or unauthorized access.
This vulnerability arises from the lack of input validation and the LLM's inability to
distinguish between benign and malicious prompts.

Common Examples of Vulnerability

1. Insufficient input validation allows attackers to inject malicious prompts that override
the original system prompt.

2. Inadequate access controls enable attackers to manipulate external inputs fed into the
LLM, leading to a "confused deputy" problem.

Example Attack Scenarios

1. An attacker injects a malicious prompt that instructs the LLM to ignore system prompts
and execute commands that return sensitive information or perform unauthorized
actions.

2. An attacker embeds a prompt injection in a webpage, which, when summarized by the
LLM, causes it to exfiltrate sensitive user information via JavaScript or Markdown.

Prevention and Mitigation Strategies

1. Implement strict input validation and sanitization techniques to prevent malicious
prompts from being processed by the LLM. Use a combination of allowlists, denylists,
and regular expressions to filter out potentially harmful characters and sequences.

2. Enforce the principle of least privilege by limiting the LLM's access to sensitive data and
functionality. Use granular access controls and API tokens to restrict the LLM's
permissions to the minimum required for its intended purpose.

3. Regularly monitor and audit LLM inputs and outputs to detect anomalies and potential
prompt injection attempts. Implement automated detection mechanisms that flag
suspicious patterns or deviations from expected behavior.

4. Conduct regular penetration testing and red team exercises to identify and remediate
prompt injection vulnerabilities proactively. Use a combination of manual testing and
automated tools to simulate real-world attack scenarios and assess the LLM's resilience.

LLMO2 - Insecure Output Handling

Insecure output handling occurs when LLM-generated content is passed downstream
without proper validation, sanitization, or encoding. This can lead to various security risks,
such as cross-site scripting (XSS), server-side request forgery (SSRF), and remote code
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execution (RCE), depending on how the output is processed and used.

Common Examples of Vulnerability

1.

LLM output is directly entered into a system shell or eval function without proper
sanitization, leading to RCE.

2. JavaScript or Markdown generated by the LLM is returned to the user without proper

encoding, resulting in XSS vulnerabilities.

Example Attack Scenarios

1. An attacker crafts a malicious prompt that causes the LLM to generate JavaScript code

containing an XSS payload. When the output is rendered in a web application without
proper sanitization, the attacker can steal sensitive user information or perform
unauthorized actions.

2. An LLM plugin generates SQL queries based on user input without proper

parameterization or escaping. An attacker exploits this vulnerability by injecting
malicious SQL statements, leading to database compromise or data exfiltration.

Prevention and Mitigation Strategies

1.

Implement comprehensive output validation and sanitization mechanisms to ensure
that LLM-generated content is safe before being passed downstream. Use well-
established libraries and frameworks that provide built-in security features, such as
parameterized queries and context-aware encoding.

Follow the OWASP Application Security Verification Standard (ASVS) guidelines for
input validation, sanitization, and output encoding. Ensure that all user-supplied input
is treated as untrusted and properly validated before being processed by the LLM or any
downstream components.

. Use secure coding practices and perform regular code reviews to identify and remediate

insecure output handling vulnerabilities. Pay special attention to areas where LLM
output is used in dynamic contexts, such as SQL queries, shell commands, or HTML
rendering.

Implement a Content Security Policy (CSP) to mitigate the impact of XSS vulnerabilities
by restricting the execution of inline scripts and limiting the sources of executable
content.

. Utilize security testing techniques, such as static application security testing (SAST) and

dynamic application security testing (DAST), to identify insecure output handling issues
during the development and testing phases.

Regularly update and patch LLM components and downstream systems to address
known vulnerabilities and security weaknesses. Keep track of security advisories and
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incorporate relevant security fixes promptly.

LLMO3 - Training Data Poisoning

Training data poisoning is the manipulation of pre-training data, fine-tuning data, or
embedding processes to introduce vulnerabilities, backdoors, or biases into the LLM. This
can lead to compromised model security, degraded performance, or the generation of
harmful or misleading outputs.

Common Examples of Vulnerability

1.

Insufficient data validation and sanitization allow attackers to inject malicious samples
into the training dataset, corrupting the LLM's learned patterns.

. Inadequate access controls and authentication mechanisms enable unauthorized

modification of training data or model artifacts.

Example Attack Scenarios

1. An attacker injects a large number of carefully crafted samples into the LLM's fine-

tuning dataset, causing the model to learn unintended patterns or behaviors. This can
lead to the generation of biased, misleading, or harmful outputs.

2. A malicious insider with access to the training pipeline manipulates the embedding

process by altering word vectors or introducing backdoors. This allows the attacker to
control the LLM's behavior or exfiltrate sensitive information.

Prevention and Mitigation Strategies

1.

Enforce strict access controls and authentication mechanisms for the training pipeline
and model artifacts. Use role-based access control (RBAC) and multi-factor
authentication (MFA) to limit access to authorized personnel only.

. Utilize secure storage and transmission methods for training data and model artifacts.

Encrypt sensitive data at rest and in transit using strong encryption algorithms and
secure protocols.

. Implement version control and auditing mechanisms for training data and model

artifacts. Maintain a complete history of changes and regularly review logs for
suspicious activities or unauthorized modifications.

Conduct regular security audits and penetration testing of the training pipeline and
model hosting environment. Engage third-party security experts to assess the system's
resilience against data poisoning attacks and provide recommendations for
improvement.

Implement anomaly detection and outlier analysis techniques to identify and flag
suspicious patterns or deviations in the training data. Use machine learning algorithms
17
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to detect and alert on potential poisoning attempts in real-time.

LLMO4 - Model Denial of Service

Model Denial of Service (DoS) occurs when an attacker overwhelms an LLM with crafted
inputs that consume excessive computational resources, leading to degraded performance,
increased latency, or complete unavailability of the service. This can impact the LLM's
responsiveness and cause financial losses due to increased resource consumption.

Common Examples of Vulnerability

1.

Insufficient input validation and rate limiting allow attackers to submit a large number
of resource-intensive queries, exhausting the LLM's processing capacity.

Inadequate monitoring and detection mechanisms fail to identify and mitigate DoS
attacks in real-time, leading to prolonged service disruptions.

Example Attack Scenarios

1.

An attacker submits a large number of queries containing complex linguistic patterns,
nested references, or recursive structures that trigger worst-case computational
complexity in the LLM. This causes the model to consume excessive memory and CPU
resources, leading to degraded performance for legitimate users.

2. An attacker exploits a vulnerability in the LLM's tokenization or sequence processing

pipeline to submit specially crafted inputs that cause the model to enter an infinite loop
or exhaust available resources. This results in a complete denial of service, rendering the
LLM unavailable to other users.

Prevention and Mitigation Strategies

1.

Implement robust input validation and sanitization mechanisms to filter out malicious
or resource-intensive queries. Use regular expressions, character limits, and other
techniques to enforce strict input constraints and prevent abuse.

Enforce rate limiting and throttling mechanisms to control the number of requests that
can be submitted by a single user or IP address within a given time frame. Use sliding
windows or token bucket algorithms to balance resource utilization and prevent DoS
attacks.

. Implement resource isolation and containerization techniques to limit the impact of

resource-intensive queries on other users. Use virtualization, containerization, or
serverless architectures to allocate dedicated resources for each request and prevent
resource exhaustion.

Implement monitoring and alerting mechanisms to detect unusual spikes in resource
utilization or request volume. Use log analysis, metrics collection, and anomaly detection

18
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algorithms to identify potential DoS attacks in real-time and trigger automated
mitigation measures.

LLMOS - Supply Chain Vulnerabilities

Supply chain vulnerabilities in LLMs refer to weaknesses introduced through the use of
compromised or malicious components, such as pre-trained models, training datasets, or
third-party libraries. These vulnerabilities can lead to data leakage, model corruption, or the
introduction of backdoors and trojans into the LLM system.

Common Examples of Vulnerability

1. Incorporation of pre-trained models or datasets from untrusted sources without proper
validation and scrutiny, leading to the introduction of malicious artifacts or biases.

2. Dependence on outdated or vulnerable third-party libraries with known security issues,
exposing the LLM system to potential exploitation.

Example Attack Scenarios

1. An attacker injects a backdoored pre-trained model into the LLM supply chain, allowing
them to control the model's behavior or exfiltrate sensitive information processed by
the LLM.

2. A malicious actor compromises a widely used dataset repository and inserts poisoned
samples into popular training datasets. LLM systems that rely on these datasets
unknowingly incorporate the malicious data, leading to corrupted model outputs or
unauthorized access.

Prevention and Mitigation Strategies

1. Implement a robust vendor risk management program to assess and mitigate risks
associated with third-party components used in the LLM system. Conduct thorough
due diligence on suppliers, including security assessments, code reviews, and
background checks.

2. Implement secure coding practices and follow the OWASP Secure Coding Guidelines to
minimize the risk of introducing vulnerabilities during the development and integration
of LLM components. Conduct regular code reviews and security audits to identify and
remediate potential weaknesses.

3. Utilize static application security testing (SAST) and dynamic application security testing
(DAST) tools to automatically scan the LLM codebase and dependencies for known
vulnerabilities. Integrate these tools into the continuous integration and continuous
deployment (CI/CD) pipeline to catch issues early in the development process.

4. Implement a vulnerability management program to continuously monitor for new
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vulnerabilities in the LLM supply chain components. Subscribe to security advisories,
mailing lists, and vulnerability databases to stay informed about newly discovered issues
and patches.

S. Enforce strict access controls and authentication mechanisms for the LLM development
and deployment environments. Use role-based access control (RBAC), multi-factor
authentication (MFA), and secure key management practices to prevent unauthorized
access to sensitive components and data.

LLMO6 - Sensitive Information Disclosure

LLMs may inadvertently reveal sensitive information, proprietary algorithms, or
confidential data through their generated outputs. This can lead to data breaches, privacy
violations, and intellectual property theft.

Common Examples of Vulnerability
1. Insufficient output filtering allows the LLM to include sensitive data in its responses.

2. Inadequate access controls enable unauthorized users to query the LLM and obtain
confidential information.

Example Attack Scenarios

1. An attacker crafts specific prompts that trick the LLM into revealing sensitive data, such
as user PII or internal system details.

2. A malicious user exploits weak access controls to query the LLM and obtain proprietary
algorithms or trade secrets.

Prevention and Mitigation Strategies

1. Implement robust output filtering and sanitization techniques to remove sensitive
information from LLM responses.

2. Enforce granular access controls and authentication mechanisms to limit LLM access to
authorized users only.

3. Regularly audit and monitor LLM inputs and outputs to detect potential data leakage.

4. Provide clear guidelines and training for users on how to interact with the LLM securely.

LLMOY - Insecure Plugin Design

Poorly designed LLM plugins can introduce vulnerabilities that allow attackers to execute
malicious code, escalate privileges, or access unauthorized resources. These vulnerabilities
often stem from inadequate input validation and access control mechanisms within the
plugins.
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Common Examples of Vulnerability

1. Plugins that accept unsanitized user input, enabling command injection or cross-site
scripting attacks.

2. Plugins with excessive privileges that can be exploited to access sensitive data or perform
unauthorized actions.

Example Attack Scenarios

1. An attacker crafts a malicious input that exploits a plugin's lack of input validation,
allowing them to execute arbitrary code or commands.

2. A plugin with excessive permissions is compromised, enabling the attacker to access
sensitive resources or perform unauthorized actions.

Prevention and Mitigation Strategies

1. Follow secure coding practices and perform thorough input validation and sanitization
within LLM plugins.

2. Implement the principle of least privilege, granting plugins only the necessary
permissions to perform their intended functions.

3. Conduct regular security audits and penetration testing of LLM plugins to identify and
address vulnerabilities.

4. Implement secure communication channels and authentication mechanisms between
the LLM and its plugins.

LLMOS8 - Excessive Agency

LLMs may be granted excessive agency, allowing them to perform actions or access resources
beyond their intended scope. This can lead to unintended consequences, such as
unauthorized data modification, system manipulation, or privacy violations.

Common Examples of Vulnerability

1. LLMs with unconstrained access to external APIs or services, enabling them to perform
unauthorized actions.

2. Inadequate monitoring and control mechanisms to detect and prevent excessive agency.

Example Attack Scenarios

1. An LLM with excessive agency interacts with an external AP], inadvertently modifying
or deleting sensitive data.

2. A malicious actor exploits an LLM's excessive agency to manipulate system behavior or
access unauthorized resources.

21



AccuKnox ModelKnox - Zero Trust LLM Security

Prevention and Mitigation Strategies

1. Implement strict boundaries and constraints on the actions an LLM can perform and
the resources it can access.

2. Utilize secure API gateways and access control mechanisms to enforce LLM permissions
and limit excessive agency.

3. Implement monitoring and auditing mechanisms to detect and alert on unusual LLM
behavior.

4. Regularly review and update LLM policies and permissions to ensure they align with
the intended functionality.

LLMOQ9 - Overreliance

Over Reliance on LLMs can lead to the acceptance of inaccurate, biased, or misleading
information without proper verification. This can result in flawed decision-making,
propagation of misinformation, and reputational damage.

Common Examples of Vulnerability
1. Insufficient validation and fact-checking of LLM-generated content.

2. Lack of human oversight and critical analysis of LLM outputs.

Example Attack Scenarios

1. An attacker manipulates an LLM to generate misleading or false information, which is
then relied upon by users or downstream systems.

2. Over Reliance on LLM-generated content leads to the spread of biased or inaccurate
information, causing reputational harm.

Prevention and Mitigation Strategies

1. Implement robust validation and fact-checking mechanisms to verify the accuracy and
reliability of LLM-generated content.

2. Encourage human oversight and critical analysis of LLM outputs, especially for high-
stakes decisions.

3. Provide clear disclaimers and educate users about the limitations and potential biases
of LLMs.

4. Regularly monitor and audit LLM-generated content for accuracy, bias, and potential
misuse.

LLM10 - Model Theft
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Model theft involves the unauthorized access, extraction, or replication of an LLM's
underlying architecture, parameters, or training data. This can lead to intellectual property
infringement, competitive disadvantage, and the potential misuse of the stolen model.

Common Examples of Vulnerability

1. Inadequate access controls and authentication mechanisms protecting the LLM and its
associated resources.

2. Insufficient monitoring and detection capabilities to identify and respond to model theft
attempts.

3. Example Attack Scenarios

4. An attacker gains unauthorized access to the LLM's storage or deployment environment
and extracts the model's parameters or architecture.

5. A malicious insider with privileged access steals the LLM's training data or model
artifacts for personal gain or to share with competitors.

Prevention and Mitigation Strategies

1. Implement strong access controls, authentication, and authorization mechanisms to
protect the LLM and its associated resources.

2. Encrypt sensitive model artifacts and training data at rest and in transit.

3. Employ secure storage and transmission protocols to prevent unauthorized access or
interception of model data.

4. Implement robust monitoring, logging, and alerting mechanisms to detect and respond
to suspicious activities or model theft attempts.

5. Conduct regular security audits and penetration testing to identify and address
vulnerabilities in the LLM's infrastructure and deployment environment.

In summary, OWASP Top 10 LLM provides a very comprehensive set of vulnerabilities,
associated risks and mitigation strategies

3.2 NIST

The rise of large language models (LLMs) has brought about unprecedented capabilities in
natural language processing, but it has also introduced significant privacy concerns. As these
models are trained on vast amounts of data, often including sensitive or personal
information, they can become susceptible to various privacy attacks. The National Institute
of Standards and Technology (NIST) has outlined several critical privacy risks associated
with LLMs and provided guidelines for mitigating these threats.
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Type of Attack Description

Data Reconstruction Attacks

e Exploit LLM knowledge to reconstruct training data.

e NIST recommends implementing differential privacy
during training.

e Even with differential privacy, the risk of
reconstructing rare data remains.

Memorization Attacks

e LLMs inadvertently disclose sensitive training data
during inference.

e Implement content filtering and redaction
mechanisms.

e LLMs may still leak sensitive data subtly or in coded
ways.

Membership Inference
Attacks

e Adversaries determine if data was in the training set.

o NIST suggests differential privacy and secure
computation.

¢ Balancing privacy techniques with model
performance is a challenge.

Model Extraction Attacks

e Steal or replicate model parameters/functionality.
e Implement access control, encryption, watermarking.

e Research ongoing on effectiveness against advanced
techniques.

Property Inference Attacks

e Infer sensitive properties of training data.

e Conduct privacy impact assessments, data
minimization.

e High-dimensional representations pose challenges in
prevention.

Mitigations and Best Practices

e NIST emphasizes the importance of adopting a holistic approach to LLM security,
involving a combination of technical, organizational, and policy-based measures.
e Key recommendations include:
Robust access controls and encryption for LLM models and data
Regular security assessments and penetration testing
Clear policies and procedures for LLM development, deployment, and use
Promoting privacy-preserving techniques, such as differential privacy and secure

24



AccuKnox ModelKnox - Zero Trust LLM Security

multi-party computation
e According to industry reports, only 28% of organizations have implemented end-to-end
security measures for their LLM deployments, highlighting the need for increased
awareness and adoption of best practices.

As LLMs continue to evolve and permeate various industries, addressing privacy concerns
will be crucial for building trust and ensuring responsible adoption of these powerful
technologies. AccuKnox's ModelKnox solution is designed and developed with a strong
emphasis on adhering to NIST's guidelines and recommendations for LLM security. By
incorporating best practices such as robust access controls, encryption, privacy-preserving
techniques, and holistic security assessments, ModelKnox provides a robust and trustworthy
platform for securing LLM-based workloads. We also actively participate in ongoing
research efforts, and collaborate with industry leaders to stay ahead of emerging privacy
threats and contribute to the development of cutting-edge solutions for LLM security. By
aligning with NIST recommendations ModelKnox leverages the power of LLMs to upkeep
the highest levels of privacy protection.

3.3 MITRE

ATLAS (Adversarial Threat Landscape for Artificial-Intelligence Systems) is a globally
accessible, living knowledge base of adversary tactics and techniques against Al-enabled
systems based on real-world attack observations and realistic demonstrations from Al red
teams and security groups. AccuKnox ModelKnox covers every single part of this
comprehensive attack pipeline, providing robust security for LLMs throughout the entire
lifecycle.

Reconnaissance®  Resource Initial MALMD“' Execution® Persistence® _Privilege — Defense Credential piscovery® Collection® MSL‘Attack Exfiltration® Impact®
Development*  Access® CCess Escalation® Evasion® Access® aging
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C
"

Source: Atlas Matrix

Reconnaissance: Involves gathering information about the target system or victim. The
techniques include Search for Victim's Publicly Available Research Materials, Search for
Publicly Available Adversarial Vulnerability Analysis, Search Victim-Owned Websites,
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Search Application Repositories, and Active Scanning.

Resource Development: The attacker acquires or develops the necessary resources for
carrying out the attack. The techniques include Acquire Public ML Artifacts, Obtain
Capabilities, Develop Capabilities, Acquire Infrastructure, Publish Poisoned Datasets,
and Poison Training Data.

Initial Access: The focus here is on gaining initial access to the target system or ML
model. The techniques are ML Supply Chain Compromise, Valid Accounts, Exploit
Public-Facing Application, LLM Prompt Injection, and Phishing.

ML Model Execution: Involves executing the ML model or interacting with it. The
techniques are ML Model Inference API Access, ML-Enabled Product or Service, User
Execution, Command and Scripting Interpreter, and Physical Environment Access.

Execution: The attacker executes the payload or the malicious code. The techniques are
Poison Training Data, Backdoor ML Model, LLM Prompt Injection, LLM Plugin
Compromise, and Full ML Model Access.

Persistence: The aim is to maintain a persistent presence in the target system or ML
model. The techniques are Poison Training Data, Backdoor ML Model, LLM Prompt
Injection, and LLM Plugin Compromise.

Privilege Escalation: Involves escalating privileges or gaining higher levels of access.
The technique listed is LLM Prompt Injection.

Defense Evasion: Attempts are made to evade detection or bypass security controls. The
techniques are Evade ML Model, Unsecured ML Credentials, and LLM Prompt Injection.

Credential Access: Goal is to obtain credentials or authentication materials. The
technique listed is Discover ML Credentials.

Discovery: Discovering and mapping the target environment or ML infrastructure. The
techniques are Discover ML Model Ontology, Discover ML Model Family, Discover ML
Artifacts, LLM Meta Prompt Extraction, and Craft Adversarial Data.

Collection: Extracting data or artifacts from the target system or ML model. The
techniques are Data from Information Repositories, Backdoor ML Model, and LLM
Meta Prompt Extraction.

ML Attack Staging: Staging or preparing for the final attack. The technique listed is
Create Proxy ML Model.

Exfiltration: Extracting or exfiltrating data or artifacts from the target system or ML
model. The techniques are Exfiltration via ML Inference, Exfiltration via Cyber Means,
Data from Local System, Verify Attack, LLM Meta Prompt Data, and LLM Data
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Leakage.

Impact: Represents the ultimate goal or impact of the attack. The techniques are Evade
ML Model, Denial of ML Service, Spamming ML System with Chaff Data, Erode ML
Model Integrity, Cost Harvesting, and External Harms.

3.4 Databricks Al Security Framework (DASF)
Recommendations

In contrast to approaches that narrowly focus on securing models or endpoints,
ModelKnox adopts a strategy aimed at mitigating cyber risks across all facets of Al
systems. Recognizing that attackers often exploit simple tactics to compromise ML-
driven systems, ModelKnox offers actionable defensive control recommendations
derived from real-world evidence. Central to ModelKnox's effectiveness is its
adaptability. The framework's recommendations are continuously updated to reflect
emerging risks and the availability of additional controls. This dynamic approach
ensures that organizations leveraging ModelKnox remain resilient in the face of evolving
cyber threats. The development of ModelKnox involved a meticulous review of multiple
risk management frameworks, recommendations, whitepapers, policies, and Al security
acts. By incorporating insights from a diverse array of sources, ModelKnox aligns with
industry best practices and regulatory requirements, providing organizations with a
robust framework for securing their Al systems. It was built by integrating compliance
with regulations, rules, and recommendations, ModelKnox empowers organizations to
harness the transformative potential of Al while safeguarding against cyber threats with
confidence.
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Insufficient Access Controls

One of the fundamental pillars of data security within Al systems lies in the
establishment of robust access controls. Without effective protocols governing who can
access datasets and under what circumstances, organizations are left vulnerable to
unauthorized access and potential data breaches. Proper access management is critical
for safeguarding sensitive information and ensuring compliance with regulatory
requirements.

Missing Data Classification

Failure to classify data based on its sensitivity, importance, and criticality poses a
significant threat to Al systems. Without clear classification criteria, organizations
struggle to implement appropriate security measures and governance policies tailored to
the specific needs of different types of data. This lack of granularity can lead to
inadequate protection of valuable assets and increased susceptibility to security
incidents.

Poor Data Quality

The integrity, accuracy, and consistency of data are paramount for the reliability of
analytics and decision-making processes in Al systems. Poor data quality compromises
the foundation upon which Al models are built, leading to erroneous outcomes and
potentially severe consequences for organizations. Addressing data quality issues
requires comprehensive data governance frameworks and robust data validation
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mechanisms.

Ineffective Storage and Encryption

Secure data storage and encryption are essential components of a comprehensive data
security strategy. Inadequate measures in these areas expose sensitive information to
potential breaches and unauthorized access, posing significant risks to organizations.
Implementing robust encryption protocols and ensuring secure storage practices are
essential for protecting data both at rest and in transit.

Lack of Data Versioning

The ability to track and trace data to its original state is crucial for maintaining data
integrity and facilitating recovery efforts in the event of data corruption or tampering.
Without proper data versioning mechanisms in place, organizations face challenges in
identifying and reverting to previous iterations of data, potentially leading to prolonged
downtime and increased vulnerability to security threats.

Insufficient Data Lineage

Transparency and traceability in data usage are essential for ensuring compliance with
regulations and auditing requirements. Insufficient data lineage mechanisms hinder
organizations' ability to track the origin and transformation of data throughout its
lifecycle, making it difficult to demonstrate accountability and enforce data governance
policies effectively.

Lack of Data Trustworthiness

Validating data sources and implementing integrity checks are crucial for establishing
trust in the data used for training Al models. Without mechanisms to verify the
trustworthiness of data, organizations risk exposure to data tampering or poisoning,
which can undermine the reliability and credibility of Al-driven insights and decisions.

Data Legal Concerns

Navigating intellectual property concerns and legal mandates surrounding data usage is
critical for organizations leveraging Al systems. Compliance with regulations requiring
the capability to delete specific data from machine learning systems is essential to avoid
legal repercussions and ensure ethical data practices.

Stale Data

Outdated or inaccurate data can lead to delays in business processes and undermine the
performance of Al systems. Organizations must implement processes to regularly review
and update datasets to ensure they remain relevant and accurate for Al applications.
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Lack of Data Access Logs

Auditing mechanisms are essential for organizations to monitor access to data and
identify potential security threats. The lack of comprehensive data access logs leaves
organizations unaware of their risk surface area, increasing the likelihood of data
breaches and regulatory non-compliance. Implementing robust logging mechanisms is
essential for maintaining visibility and accountability in data access activities.

3.5 RAND Recommendations for Securing Frontier AI Models

The RAND Corporation report focuses on improving security for frontier AI models,
particularly large language models and multimodal models. It emphasizes protecting
model weights, which are crucial to a model's intelligence and capabilities. Key points
include:

1. Identification of 38 distinct attack vectors, with examples of real-world successful
attacks.
Categorization of attacker capabilities, from opportunistic criminals to state actors.

Assessment of attack vector feasibility for different attacker categories.

W N

Proposal of five security levels with corresponding benchmark security systems.

5. Urgent recommendations for frontier Al organizations:
Develop a comprehensive security plan
Centralize and limit access to model weights
Harden interfaces against weight exfiltration
Implement insider threat programs
Invest in defense-in-depth strategies
Engage in advanced third-party red-teaming
Incorporate confidential computing

6. Long-term security measures:
Physical bandwidth limitations
Development of specialized hardware for weight security
Establishment of isolated networks for training and research

Attack Category Attack Vector

e Exploiting vulnerabilities for which a patch exists

(attacking non-updated software)
Running Unauthorized

Cod e Exploiting reported but not (fully) patched vulnerabilities
ode

¢ Finding and exploiting individual zero-days

e Direct access to zero-days at scale
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Attack Category Attack Vector

Compromising Existing
Credentials

e Social engineering
e Password brute-forcing and cracking
¢ Exploitation of exposed credentials

e Expanding illegitimate access (e.g., escalating privileges)

Undermining the
Access Control System
Itself

e Encryption/authentication vulnerabilities (in the access
control system)

e Intentional backdoors in algorithms, protocols, or
products (in the access control system)

e Code vulnerabilities (in the access control system)

e Access to secret material undermining a protocol

Bypassing Primary
Security System
Altogether

e Incorrect configuration or security policy implementation
e Additional (less secure) copies of sensitive data

e Alternative (less secure) authentication or access schemes

Al-Specific Attack
Vectors

e Discovering existing vulnerabilities in the ML stack
e Intentional ML supply chain compromise

e Prompt-triggered code execution

* Model extraction

e Model distillation

Nontrivial Access to
Data or Networks

e Digital access to air-gapped networks

e Side-channel attacks (including through leaked
emanations; i.e., TEMPEST attacks)

e Eavesdropping and wiretaps

Unauthorized Physical
Access to Systems

e Direct physical access to sensitive systems

e Malicious placement of portable devices

e Physical access to devices in other locations
e Evasion of physical access control systems
e Penetration of physical hardware security
e Armed break-in

e Military takeover

Supply Chain Attacks

e Services and equipment the organization uses

e Code and infrastructure incorporated into the codebase
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Attack Category Attack Vector

e Vendors with access to information

¢ Bribes and cooperation
e Extortion
Human Intelligence e Candidate placement

¢ Organizational leverage attacks

e Organizationally approved access

4 ACCUKNOX - MODELKNOX

ModelKnox aims to be a holistic framework to deliver observability, risk assessment,
prioritization and mitigation for AI/LLM Models to address current and emerging
threats.:

Al Workload Security Problems

AI/ML Pipelines

DEV PROD
| ) = T/
ZEm \ SRR B AET T AT T T T TN
! DATA 1 | MODEL 1 | PLATFORM ! ' RUNTIME |
| 1 1 1
1 : ! 1 ! 1 ! |
 Collection : 1 Training | I Packaging | 1 Serving |
1 Labeling I Experimenting , I Integrating I Monitoring |
' Versioning 1 L Organizing ! ! Deploying 1 ' Protection 1
\ 7 \ 7 V4 L A

Data scientists ML engineers MLOps engineers

Modern Al workloads face a multitude of security challenges across different stages of
the Al lifecycle, from data collection and model development to deployment and
monitoring. These challenges include:

Al Workload Security Problem | Description

Insecure Model Registry (MLFlow) | Inadequate security measures in model registries
like MLFlow can lead to model stealing, where
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Al Workload Security Problem Description

unauthorized parties gain access to trained
models.

Insecure Data Pipelines (Airflow)

Data pipelines orchestrated by tools like Airflow
may be vulnerable to data leakage or poisoning
attacks, compromising the integrity of the
training data.

Insecure Orchestration
(KubeFlow)

Orchestration platforms like KubeFlow may lack
proper security controls, exposing the Al
workload to various threats during deployment
and runtime.

Insecure Training Pipelines (Ray)

Training pipelines managed by frameworks like
Ray can be susceptible to data leakage or model
stealing if not properly secured.

Insecure Containers (Docker)

Insecure containers used for deploying AI models
can lead to container exploitation, model
hijacking, or other runtime attacks.

Insecure Development
Environment (Jupyter)

Vulnerabilities in development environments like
Jupyter Notebooks can enable model backdooring
or remote-control attacks.

Insecure Network Connections

Unencrypted or insecure network connections
can expose sensitive data and models to
eavesdropping or man-in-the-middle attacks.

Insecure Supply Chain

Vulnerabilities or malicious components in the Al
supply chain, including data sources, pre-trained
models, and containers, can introduce risks.

Lack of Security Observability

Insufficient monitoring and observability

mechanisms can hinder the detection and
response to security incidents affecting Al
workloads.
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Al Workload Security Problem Description

Insecure Models (DeepML or Inherent vulnerabilities in deep learning or
GenAl) generative Al models can lead to various attacks,
such as model inversion, membership inference,
or adversarial examples.

ModelKnox aims to be a holistic framework to deliver observability, risk assessment,
prioritization and mitigation for AI/LLM Models to address current and emerging
threats.

4.1 Al Workload Security Problems

AlI/ML Pipelines
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Data scientists ML engineers MLOps engineers

Modern Al workloads face a multitude of security challenges across different stages of
the Al lifecycle, from data collection and model development to deployment and
monitoring. These challenges include:

Al Workload Security Problem Description

Inadequate security measures in model
registries like MLFlow can lead to model
stealing, where unauthorized parties gain
access to trained models.

Insecure Model Registry (MLFlow)

Data pipelines orchestrated by tools like
Airflow may be vulnerable to data
Insecure Data Pipelines (Airflow) leakage or poisoning attacks,
compromising the integrity of the training
data.
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Al Workload Security Problem Description

Insecure Orchestration (KubeFlow)

Orchestration platforms like KubeFlow
may lack proper security controls,
exposing the Al workload to various
threats during deployment and runtime.

Insecure Training Pipelines (Ray)

Training pipelines managed by
frameworks like Ray can be susceptible to
data leakage or model stealing if not
properly secured.

Insecure Containers (Docker)

Insecure containers used for deploying Al
models can lead to container exploitation,
model hijacking, or other runtime attacks.

Insecure Development Environment
(Jupyter)

Vulnerabilities in development
environments like Jupyter Notebooks can
enable model backdooring or remote-
control attacks.

Insecure Network Connections

Unencrypted or insecure network
connections can expose sensitive data and
models to eavesdropping or man-in-the-
middle attacks.

Insecure Supply Chain

Vulnerabilities or malicious components
in the Al supply chain, including data
sources, pre-trained models, and
containers, can introduce risks.

Lack of Security Observability

Insufficient monitoring and observability
mechanisms can hinder the detection and
response to security incidents affecting Al
workloads.

Insecure Models (DeepML or GenAl)

Inherent vulnerabilities in deep learning
or generative Al models can lead to
various attacks, such as model inversion,
membership inference, or adversarial
examples.
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Al Workload Security Solutions
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Security for Al Developers

Data

Data Collection
(Airflow)

Data Labelling
(Argilla)

Data Storage
(LakeFs)

Model

Model Training
(Ray)

Model Development
(Jupyter)

Model Registry
(MLFlow)

Runtime Integrations

Retrieval Database

Model Serving ( )
RAG Sources

(KubeFIow)

Model Monitoring

Model Integrations
(Evidently)

(LLM Agents)

Security for Al Consumers

Deployment
(Product)

Database
(RAG)

Integration
(agents)

Confidential
Customer Information

Agents with Access

to Calendars

Self-hosted
LLM-based Solution

Sales and marketing
Playbooks

Agents with Access
to Emails

Agents with Access
to Social Accounts

4.2 How ModelKnox Solves Al Workload Security Problems

In the context of Al workloads, data tasks play a crucial role in ensuring the quality and

integrity of the data used for training models. However, these tasks can also introduce

various security risks if not properly secured.
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12K Misconfigured Elasticsearch 38TB of data accidentally
Buckets Ravaged by Extortionists exposed by Microsoft Al

The cloud instances were left open to the public Internet with no
authentication, allowing attackers to wipe the data. researCherS
Data Task Security Risk Tools Involved
Data collection Data poisoning Airflow
Data leakage, data Argilla, CleanLab,

Data curation poisoning Labelbox, Label Studio

Data leakage, data

. . DVC, LakeFS
poisoning

Data management

During the data collection phase, malicious actors can attempt to poison the data by
injecting corrupted or malicious samples. This can lead to biased or compromised
models. Airflow, a popular data pipeline orchestration tool, can be vulnerable to such
attacks if not properly secured. In the data curation stage, where data is cleaned,
labeled, and prepared for training, data leakage or poisoning attacks can occur. Tools
like Argilla, CleanLab, Labelbox, and Label Studio, which assist in data curation, may be
susceptible to these risks if their security measures are inadequate. Data management
tasks, such as versioning, storage, and retrieval of data, can also be targeted by attackers.
If the data management tools, like DVC (Data Version Control) or LakeFS (Data Lake
Management), are not properly secured, data leakage or poisoning can occur,
compromising the integrity of the Al workload.

The development and management of Al models also involve various tasks and
associated security risks.

Model Task ‘ Security Risk ‘ Tools Involved

Model training Data leakage, model stealing Ray, Metaflow, KubeFlow

Model development | Model backdooring, remote control | Jupyter, MLFlow
Model registry Model stealing ModelDB

Model packaging Model stealing, model hijacking MLFlow

During model training, data leakage or model stealing attacks can occur, where sensitive
information or the trained model itself is accessed by unauthorized parties. Tools like
Ray, Metaflow, and KubeFlow, which are used for distributed training and
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orchestration, need to be secured to mitigate these risks. In the model development
phase, vulnerabilities in the development environments, such as Jupyter Notebooks or
MULFlow, can enable attacks like model backdooring or remote control. These attacks
can allow adversaries to manipulate the model's behavior or gain unauthorized access
to the system. Model registries, like ModelDB, store trained models and their metadata.
If these registries are not properly secured, attackers can potentially steal models,
leading to intellectual property theft or other malicious activities. Model packaging,
which involves preparing the trained model for deployment, can also be a target for
attacks like model stealing or model hijacking. Tools like MLFlow, used for model
packaging and deployment, need to be hardened against such threats.

The integration and deployment of Al workloads on platforms also introduce security
risks that need to be addressed.

Platform
Task

Security Risk Tools Involved

. Remote control via trusted

Integrations . LLM agents

connections

Data exfiltrati ia RA
Knowledge ata exfiltration via RAG RAG database

requests

. Model hijacking, stealing, KubeFlow, Merlin, Tensorflow

Model serving . .. .

container exploitation Serving, TorchServe
Observability | Attack hiding Uptrain, Evidently

Integrations, such as LLM (Large Language Model) agents, can potentially be exploited
to gain remote control over the system if the trusted connections are not properly
secured.

Knowledge bases, like those used in Retrieval-Augmented Generation (RAG) systems,
can be targeted for data exfiltration attacks if the RAG requests are not properly
monitored and secured. During model serving, where trained models are deployed and
exposed for inference, attacks like model hijacking, stealing, or container exploitation
can occur. Platforms like KubeFlow, Merlin, Tensorflow Serving, and TorchServe need
to be hardened against these threats. Observability tools, such as Uptrain and Evidently,
which are used for monitoring and analyzing Al workloads, can potentially be exploited
to hide or obfuscate attacks if their security measures are inadequate. To mitigate these
risks, ModelKnox offers various data protection features, including container scanning,
network segmentation, connection monitoring, access control, sandboxing, monitoring,
and exposure control. By implementing these security measures, organizations can
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safeguard their Al workloads and ensure the integrity and trustworthiness of their Al
systems.

ModelKnox addresses these security challenges by providing a comprehensive solution
for securing Al workloads throughout their lifecycle.

Secure Environment
ModelKnox enables secure management of Al workloads across development, training,

and production environments, ensuring;:

e Asset inventory and vulnerability management
e Supply chain security
e Secure communication channels

Secure Communication
ModelKnox protects connections for integrations, plugins, agents, and RAG (Retrieval-
Augmented Generation) databases through:

e Sandbox isolation
e Network segmentation
e Anomaly detection

Secure Runtime
ModelKnox ensures the security of Al workloads in production by:

e Performing container scanning
e Enforcing security policies
e Leveraging threat intelligence

By addressing these critical security aspects, ModelKnox empowers organizations to
develop, deploy, and operate Al workloads with confidence, mitigating risks and
ensuring the integrity and trustworthiness of their Al systems.

4.3 Achieving Comprehensive Security with NVIDIA

AccuKnox security solution covers virtual machines (VMs), containers, and Kubernetes
environments. Its capabilities include:

1. Risk Assessment: Evaluate the security posture of your infrastructure.
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2. Security Hardening with KubeArmor: Enhance the security of your Kubernetes
clusters.

3. Kubernetes Identity and Entitlements Management (KIEM): Manage identities and
access controls within Kubernetes.

4. Application Behavior Analysis: Monitor and analyze the behavior of applications
for anomalies.

5. Automated Zero Trust: Implement Zero Trust principles across your infrastructure.

6. Network Microsegmentation: Secure communication between workloads and
resources.

7. Forensics and Auditing: Investigate and audit security incidents.

8. Compliance: Ensure adherence to industry standards like NIST, CIS, and STIGs.

AccuKnox supports both on-premises and managed deployments, catering to diverse
organizational needs.
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Security and Reliability Bringing Al to the Edge Upgrade of IT Infrastructure
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90% of respondents emphasize Al Alisn't confined to one location. 83% of Today's IT infrastructure wasn't built for
security and reliability, and most plan to respondents plan to boost their Al edge Al 91% of respondents agree it's time to
enhance data protection and DR. strategy investment. madernize.

4.3.1.1 Risks Associated with Al Deployments

1. Cryptomining Attacks: Malicious actors may target Kubeflow and TensorFlow
deployments for crypto mining purposes.

2. Access Control for Al Data Lakes: Controlling access to sensitive data used for
training Al models is crucial.

4.3.1.2 Limitations of Traditional Security Approaches

1. ML-based Anomaly Detection: These techniques may not be effective when applied
to Al-based stacks due to the inherent complexity and variability of Al workloads.

2. Signature-based Detection: Predetermined signatures cannot effectively detect
novel or evolving threats in Al environments.

ModelKnox also has security solution tailored for Al and LLM deployments:

1. Cryptomining Protection: AccuKnox not only detects but also prevents crypto mining
attacks.

2. Sandboxing: Isolate and secure Jupyter notebooks, PyTorch apps, and other Al components.
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apiVersion: security.kubearmor.com/vl
kind: KubeArmorPolicy
metadata:
name: protect-jupyter
namespace: jupyter
spec:
selector:
matchLabels:
app: jupyterhub
component: singleuser-server

network:

matchProtocols:

— fromSource:
- path: /usr/local/bin/python3.11
protocol: udp

— fromSource:
- path: /usr/local/bin/python3.11
protocol: tcp

file:
matchDirectories:

- dir: /
recursive: true

- dir: /usr/local/bin/
readOnly: true

- dir: /bin/
readOnly: true

- dir: /usr/bin/
readOnly: true

DPrOCESS :
matchDirectories:
— dir: /usr/local/bin/
— dir: /usr/bin/
— dir: /bin/

action: Allow

Only allow Python to use Network
primitives

Only read access allowed to
/usr/local/bin/ and /bin/folders

Execution allowed only from
/usr/local/bin and /bin/folders,
execution from every other path is
denied

With Pre-emptive Mitigation

3. Zero Trust Policies: Implement robust Zero Trust policies to defend against future attacks.

4. Performance Optimization: AccuKnox's solution has minimal impact on the performance of

Al stacks.

4.3.2 Specific Risks associated with ML stacks and How AccuKnox

Steps In
1. PyTorch, TensorFlow

a. Always execute untrusted models inside a sandbox (TensorFlow/security-

policy)

2. Jupyter Notebooks

a. Essentially allows remote command exec

b. Sandboxing is a necessity.

3. Protecting data, models, checkpoints

a. Audit access

b. Limit access
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4. Platform risks

a. K8s, VMs, Containerized deployments

AccuKnox provides comprehensive protection against these risks through:

Sandboxing with Preemptive Mitigation to isolate and secure Al components.

Sysdig/Falco
Userspace
Policy Engin

-—EXECVE [explait)——

——syscall EXECVE—
#T—SUCCESS——  gvent EXECVE E
SUCCESS .
: =—Ahlert Event—>
'4 Kill Process :
Isovalent/Tetragon

T Userspace

i . :
E'—E}'CEE".I'E [exploit] o oyscall EXECVE—s :
++—SUCCESS——  event EXECVE i
bpf_send_signal : SUCCESS

&

::—Alert Event—=

AccuKnox/KubesArmor

Userspace
Folicy Engine

L EXECVE (exploitl—X

. syscall EXECVE
Perm Denied *  pvent EXECVE :

DENIED ;‘—ﬂ-lert Event—-=—*

Software Bill of Materials (SBOM) Verification which validates the integrity of Al

components.

Container Scanning for scanning containers for vulnerabilities and
misconfigurations.

Malware Protection to detect and prevent malware infections.
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5. Workload Hardening to shield Al workloads against potential vulnerabilities.

6. Data Fencing for controlling and restricting access to sensitive data used by Al
workloads.

7. Network Micro Segmentation for securing communication between Al
components and resources.

8. Sandboxing Untrusted Model Execution: ModelKnox offers a strong sandboxing
mechanism to isolate and execute untrusted AI/ML models within a controlled
environment. This ensures no possible threat leaves the sandbox to affect the
overall system.

TensorFlow
Training
Export Eval SavedModel
@
Checkpoints -m-

TensorFlow

TensorFlow Worker Model Analysis

[ ]
£3 £3
e~

Metrics
for TFMA

Even if the untrusted party only supplies the serialized computation graph (in form of a
GraphDef, SavedModel, or equivalent on-disk format), the set of computation primitives
available to TensorFlow is powerful enough that you should assume that the
TensorFlow process effectively executes arbitrary code. One common solution is to
allow only a few safe Ops. While this is possible in theory, we still recommend you
sandbox the execution.

9. Data Fencing: ModelKnox implements data-fencing to ensure data-supply-
poisoning attacks are protected. By restraining access to sensitive data and
monitoring the data flow, ModelKnox maintains the quality of training datasets
and model outputs.

10. Container Security: ModelKnox combines cutting-edge container security to
prevent container breakouts and further unauthorized access into the host system.
This is facilitated through the implementation of containerized deployment of
inference engines with required access control.
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11. Controlled Access to NKP (NVIDIA Kernel Provider): Controlling the access to
NKP from only the whitelisted jump hosts avoids exposure of GPU resources to
unauthorized users or processes for AI/ML workloads.

12. On-Premises/Hosted GPT-in-a-Box: ModelKnox offers support for both on-
premises and hosted deployment of GPT-in-a-Box, a secure, scalable way of
running Large Language Model workloads, such as GPT-3.

Auditing & ensuring pull Inf Model Internet
that write to File share ull Inference Models .
is controlled (e.9. HuggingFace)
x
°3
v 2
3 g JumpHost Write LLM
&) o Models & Config
Deploy Inference Service File Storage
using kés resource Models & Configuration
Restrict/Audit access to
kubeconfig (as a sensitive
asset) that allows inference
engine resource deployment
<2 NVIDIA

Create File share

: : AccuKnox Sandbox
Policy for preventing

writes to File share mounted PV

Inference Inference Integrations
Enginel Engine2
splunk> 3" slack

Alerts/Telemetry

Prevent breakouts/escapes Sandboxing policy for policy Violations
from inference engines inference engine

13. Inference Engines and Models Admission Control: ModelKnox ensures that only

trusted inference engines or models are admitted into the production environment.

If the trustworthiness or the provenance concerning the components is unknown,
the untrusted components are bound to be deployed in a sandboxed or restricted
run-time environment for further analysis and auditing.
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Internet
(e.g. HuggingFace)

Pull Inference Models

JumpHost Push Models

Deploy Inference Service
using k8s resource

File Storage
Models & Configuration

Inference Engine Service "
NVIDIA 9 S sigstore/Model
rovenance Transparency

Untrusted Trustworthiness &

Provenance check DecodingTrust
Trustworthiness
Trusted
Inference Enginel @ Integrations
Inference Engine2
Sandboxed Lighter splunk> 3% slack
Auditing
Detailed

Auditing/Forensics

14. Extensive Auditing and Forensics Functionality: ModelKnox has rich auditing and

15.

16.

forensics capabilities that enable organizations to monitor and investigate any
suspicious activities or security incidents that might arise related to their AI/ML
workloads.

Preemptive mitigation: It takes a larger and preemptive approach to mitigation
rather than a traditional detect-and-respond approach. It identifies and enforces
least-permissive policies for each application, thereby preventing potential security
threats ahead of time.

Scalable and Performant Platform: ModelKnox has been designed as a full
Kubernetes-native management console. It can scale resources both horizontally
and vertically. It supports onboarding thousands of clusters using a single console,
thereby providing seamless integration with on-premises and hosted Kubernetes
deployments.

4.3.2.1 Admission Control of Inference Engines

AccuKnox is working on a feature that will enable admission control for inference
engines and models before deployment
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1. Validating Trustworthiness and Provenance: Verify the trustworthiness and
provenance of inference engines and models before admitting them into the
production environment.

2. Sandboxing Untrusted Components: If an inference engine or model is deemed
untrustworthy, it can be deployed in a secure sandbox environment for further
analysis and monitoring.

3. Detailed Auditing and Forensics: Enable detailed auditing and forensics for
untrusted components to monitor their behavior and investigate potential threats.

4. Detailed Reporting: Provide detailed reports on the behavior of untrusted
components.

5. Deployment Restrictions: AccuKnox may prevent the deployment of untrusted
components altogether if the risk is deemed too high.

Internet
(e.g. HuggingFace)

Pull Inference Models

©

3 x
23 NVIDIA
4
22 JumpHost Write LLM
3 g Models & Config
) . 2 NVIDIA
Deploy Inference Service File Storage
using k8s resource Models & Configuration
Sandboxing Inference
Engines
Data Fencing
Create File share
L. o @ AccuKnox Sandbox
Monitoring & Visibility
Inference Inference @ Integrations
Model Provenance Enginel Engine2
splunk> st slack

Alerts/Telemetry
policy Violations

4.4 Securing CUDA Toolkit With AccuKnox

The CUDA Toolkit, a powerful software suite provided by NVIDIA, enables developers
to leverage the computational power of GPUs for accelerating various applications. The
risks associated with CUDA's usage have become increasingly significant with its
widespread adoption. ModelKnox offers a comprehensive approach to mitigating these
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risks and ensuring the secure deployment of CUDA-enabled applications with its
cutting-edge security solutions.

NVIDIA.
CUDA

Attackers who gain unauthorized access to a target platform can potentially inject
malicious binaries and leverage the CUDA Toolkit to harness the computing power of
GPUs for nefarious purposes. Additionally, the CUDA Toolkit itself may contain
vulnerabilities that could be exploited by malicious actors. Furthermore, cryptocurrency
miners often abuse the CUDA Toolkit's capabilities to mine digital currencies
surreptitiously, consuming valuable computing resources.

Primary Linux OS

App1 App 2 £4

(& AccuKNox CUDA Security

Sandboxing access WL
g . scanning of CUDA
to CUDA libraries .
Toolkits
CUDA Hardware CUDA usage
side-channel visibility and
attacks monitoring
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To address these risks, ModelKnox focuses on four key aspects of CUDA security:

1. Access Control - Robust access controls to regulate and monitor the usage of the
CUDA Toolkit.

2. Vulnerability Scanning - Regularly scanning the CUDA Toolkit for known
vulnerabilities and applying necessary patches or mitigations.

3. Visibility and Monitoring - Comprehensive visibility into applications utilizing the
CUDA Toolkit, monitoring their usage patterns, and detecting anomalous access
attempts.

4. Sandboxing - Isolating and sandboxing applications to prevent unauthorized access
to the CUDA Toolkit and its associated resources.

ModelKnox's visibility and monitoring capabilities offer granular insights into the
applications leveraging the CUDA Toolkit. This includes identifying the specific
applications accessing the CUDA library, the frequency of usage, and the processes
interacting with the CUDA Toolkit. Additionally, ModelKnox can detect and raise alerts
for any anomalous or unauthorized access attempts, enabling prompt incident response
and mitigation.

Linux OS

App1 App 2

CUDA Toolkit

® AccuKNoX

Appl == UsageX
App2 => UsageY
appX => UsageDeny

The CUDA Toolkit is typically installed in system paths, such as /usr/local/cuda-
12.4/1ib64 and /usr/local/cuda-12.4/bin. ModelKnox's KubeArmor solution can sandbox
the execution environment of applications, allowing only authorized applications to
access the CUDA paths. This sandboxing approach leverages preemptive mitigation
techniques, ensuring that applications operate within a least-permissive policy, thus
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minimizing the risk of unauthorized access or exploitation.

Primary Linux OS

App1 App 2 'm'
appx
X
CUDA Toolkit
(& AccuKNOX

4.4.5 Vulnerability Scanning and Virtual Patching

ModelKnox's vulnerability scanning capabilities allow for the identification of known
vulnerabilities within the CUDA Toolkit. Once identified, virtual patches can be applied
to mitigate these vulnerabilities, providing a secure environment for CUDA -enabled
applications without disrupting their functionality or performance.

Image Risk Assessment

Total Vulnerabilities 17k
critical [} 445
High B 1014
Medium 5901
Low 8657

Negligible | 2983
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Image Security Issues

Total Images 1,753

Total Malware: 689
Total Sensitive Doto: 1064

Image Scanning Progress

Total Registered Images 4657

B 3563 Scanned Images
B 67 Failed to Scan

1027 images in Queue

4.4.6 Deployment Simplicity and Versatility

ModelKnox's solutions are designed with deployment simplicity in mind, supporting
both managed and unmanaged deployments across various platforms, including AWS,
GCP, Azure, local Kubernetes clusters, and virtual machines. This versatility ensures a
seamless integration into existing infrastructure, without impacting the runtime
performance of GPU-accelerated applications.

Use ModelKnox's all-inclusive security solutions to deploy and run CUDA-enabled
applications with confidence. This will reduce the risks of unauthorized access, exploits,
and misuse of resources while preserving the high-performance computing capabilities
offered by NVIDIA's CUDA Toolkit.

4.5 ModelKnox Feature Set and Walkthrough

ModelKnox delivers security at the Application and Infrastructure level during the
Development and Deployment phases. The schematic and user experience is depicted in
the following sections.
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Development Deployment
‘ Application Level [ #lDevelopment | Al Production [A1Coneumption |
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- Network - Custom rules
FodaKoon y Ao The ModelKnox dashboard
Q0 X0 ] €D . R
offers a detailed overview
of the organization's Al
security posture, including
Al Secur! . t kl d
Posture Total KnoxScore: 7/10 Inventory, workloads,
ventory vulnerabilities, and
Workioads Models in Development Models in Production Compliance. USeI‘S can view
[ vulnerabilities found in
Compliance Assets Models 5 Models: 1
D 5 Data: 1
inegretone:1 B e models under development
Infrastructure: 10 Infrastructure: 1 . .
and in production,
Seourity Issues o T Tl o T T categorized into model,
Comainer winerabiiies 2 Comeinet vomerablbien:2 container, infrastructure,
o e it
Supply chain vulnerabiliies: 3 ‘Supply ehain vulnerabilties: 3 and Supply Chain
Compliance Issues [Lowz [ meat T vioro JTGRES vulnerabilities. The
dashboard also provides
Z specifics about each asset,

including the type and
source of vulnerability
information, helping users
to pinpoint areas that need
immediate attention.
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ModelKnox by Acay Knax

QO XQ(

Model Knox

Al Security
Posture

Inventory
Workleads
Vulnerabilities

Compliance

All Assets: 24 / At Risk: 4
All Assots Models: 6 | Data sources: & | External services (integrations): 2 | MLOps infrastructure: 10

At Risk: Models: 1 | Dala sources: 1 | External services (integrations). 1 | MLOps infrastructure: 1

Data Sources 8

Externol Services 2

MLOps Infrastructure 10

Supply chain (SBOM) 50 40

The Inventory section
provides an overview of
various assets within the
AI/ML ecosystem,
including Al models, data
sources, external services,
MLOps infrastructure, and
the supply chain. Users can
see the total number of
assets and those
considered "At Risk,"
enabling them to quickly
identify and prioritize
areas that may need
remediation to enhance
security.

ModelKnax by AGoURNG:

QD XQ ¢

—

Model Knox

Al Security

Posture
Iventory
Workioads
Vuinerabilities

Gompliance

All Conteiners: 7 | Networks: 3 Data: 3 | Modek 3 1 Platform: 4

At Risk: Containers: 3 | Networks: 1 Data: 2 | Models: 1 | Platform: 4

Warkisads

Dat Modeloo Flottorm

p—

Fifiow  Argila Ray Juprier  MLFlow KubeFlow  Evidenty

This section provides a
visual representation of the
relationships between
different AI/ML workload
components, categorized
into Data, Model, and
Platform groups. For
instance, it shows how
workloads like Airflow
and Argilla (Data group)
are connected, and how
components such as Ray,
Jupyter, and MLFlow
(Model group) interact
with each other. This
visualization helps users
understand the
dependencies and
interactions within their
AI/ML infrastructure.
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HadelKnax by osuncn In the "Workloads" section
QX = )@ ’
users can get a snapshot of
Model Knox AI/ML workloads and
their associated risks. The
[Asecury dashboard lists the total
Posture All Corttainers: 7 | Networks: 3 Data: 3 | Model: 3 1 Platform: 4 nu b f .
— . . mber of containers,
At Risk: Containers: 3 | Networks: 1 Data: 2 | Models: 1 | Platform: 1 k d,
Workloads networks, aata sources,
Vunerabiltes e _— = - models, and platforms,
Compliance i e ot [ along with the number of
Datat Baia etwork ! assets considered "At Risk"
Ray [Model Container h .
T § in each category. It helps
-~ ode fe—- b users identify workloads
MLFlow Flattorm Container o .
KubeFlow Platierm Centainer u that may pose pOtentlaI
Evidently Piatiorm Container o Security risks’ allowing for
proactive investigation and
remediation.
L
Hordelknon by hocukinox The "Posture" section
00 X G @ e = X
offers a comprehensive
Model Knox view of the overall Al
security posture,
—_—_—S quantified by the Total
Posture
Models in Development Models in Production KnoxScore. It is divided
Inventory
Workac o I into "Models in
—— l&“::;;"‘b::‘:;'v:“‘r‘\".g:;l;:fa‘ Supply chain vulnerabilities: 3 Developmentn and "Models
Compilance in Production,” listing the
Asset - e [Source
= et . e— number of assets and
— b 5 e security issues categorized
LLMdocker [Container 2 JAccuKnox security pelicy
ot S s ————— by severity levels (Low,
Medium, High, and
Critical). This allows users
to assess the security
posture of their AI/ML
] infrastructure effectively,

ensuring that both
development and
production environments
are secure and compliant.
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With ModelKnox, you can easily manage and monitor your application components,
including models, data, code, containers, and networks. Our dashboards, purposefully
designed to be simple and intuitive, provide real-time visibility of potential security
risks: prompt injection, model architecture vulnerability, and misconfigurations that
expose data breaches or policy breaches.

We harness industry-best security engines and supplement them with custom policies to
automate threat detection and remediation. ModelKnox proactively scans your
applications, pinpoints issues, and gives actionable insights for mitigating risks
effectively. Our solution helps you say miles ahead of emerging threats, while making
sure that the environment for your mission-critical applications is secure, compliant,
and kept away from the network.

To give you a more tangible idea, from the All LLM Applications view, you get a single
pane of glass that offers visibility into the kind of problems you are experiencing across
your entire LLM portfolio, disaggregated by severity levels. Just with a glance, be aware
of critical vulnerabilities, like insecure model hashes or exposures of sensitive data. But
ModelKnox doesn't just bring issues to your attention - it provides you with the ability
to drill down and actually do something about them. From the \"Workloads\" view, we
present you with all the components of your LLM deployments: models and data,
containers, and networking, giving you conformity about your asset landscape. Posture,
our analysis, takes it one step further by displaying a granular-level breakdown of risks
by severity level and target component. This high-level view allows you to easily see
where attention needs to be directed, as with the multiple high-risk issues identified for
the model and data components of the CustomFinanceLLM application.
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M odeiinos by Accunen
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Our dashboard also hosts our OWASP LLM Top 10 policy, targeting critical security
issues related to Large Language Models, including prompt injection, insecure output
handling, and model theft. Up next is our Agent Security policy: The second image
depicts our Agent Security policy, focusing on the runtime environment hardening of
your Al agents. These critical areas cover the containerization, networking,
authentication, and more for your Al applications to operate in a secure and resilient
infrastructure. With ModelKnox, you are in control with more perspective into your Al
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environment, allowing you to stay a step ahead of risks before they spiral. The simple-

to-use platform and customizable policies help you tune security measures to your
requirements. Its user-centric interface allows you to understand what is happening

across all applications at any given time.
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Medeikincs by Acoue

Qo X0

) &
Pueuure
Inventin
Model Knox | ey
Vlneraciiies
Compaonce
Assets>  AzureChatGPTAPI
Produstion
—oua Mazel
L] — [
_— customer-sipen-chara openatchaiget-+
Scan pipslings frum Azure,
Sogemaker
ﬁ cation
AzureChatGPTAPL  |Moded  |openaicl halgpt-4
AzureChatGRTAPL foustomer-support-crata json
AzureChatGPTAPE
| AzuraChatGPTAPL lazura-spanai-manoged
AzureChatGPTAPL INFA
ey ——
QO X ) &
Fosure
Iventae
Model Knox | e
uuuuuuuu
Comptance
Assets>  AzureChatGPTAPL
~Produstion ooy mariorinp
O Sensitne information Siscosure
) Prompt necion setecies
=) Bystem promgt leats
- 0
Owcide on runtin caure-cpmarmanaged
antsring
Applicotion. [Reset into. [Blage
A2ireChatGRTAP! Magel kipenai-chatgpt-4
AzureChatGPTAPL Data [customer-support-chats jscn
AzureChatGPTAPL [Code
AzureChatGPTAP [container  |azure-openai-mancged
AzureChatGPTAPL INetwork [NiA

5 LLM AI CYBERSECURITY & GOVERNANCE

CHECKLIST

Adversarial Risk

[ Scrutinize how competitors are investing in artificial intelligence
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[] Investigate the impact of current controls

[] Update the Incident Response Plan and playbooks for GenAl-enhanced attacks and
AIML-specific incidents

Al Asset Inventory

[] Catalog existing Al services, tools, and owners

[] Include AI components in the Software Bill of Material (SBOM)

L] Catalog Al data sources and sensitivity

L] Establish if pen testing or red teaming of deployed Al solutions is required

L1 Create an Al solution onboarding process

L] Ensure skilled IT admin staff is available
Al Security and Privacy Training

L] Engage with employees on LLM initiatives

[] Establish culture of open communication on Al use

[] Train users on ethics, responsibility, legal issues

[] Update security awareness training to include GenAl threats

[ Include training for DevOps and cybersecurity for any adopted GenAl solutions
Governance

[] Establish AI RACI chart

L] Assign Al risk, assessments and governance responsibility

[] Establish data management policies

L] Create an Al Policy

[] Publish an acceptable use matrix for GenAl tools

[0 Document data sources and management from LLM models
Legal

] Confirm product warranties for Al

[1 Review and update terms and conditions for GenAl

[1 Review Al EULA agreements

63



AccuKnox ModelKnox - Zero Trust LLM Security
[1 Modify end-user agreements
[] Review Al-assisted tools used for code
[1 Review risks to intellectual property
[] Review contracts with indemnification provisions
[1 Review liability for Al systems
[ Review insurance coverage
L] Identify copyright issues
L1 Ensure agreements for contractors and Al use
L] Restrict use of GenAl where IP or rights may be an issue
[1 Assess Al for employee management/hiring
L] Ensure proper consent for sensitive data collection
Regulatory
[] Determine Al compliance requirements
[] Determine compliance for employee monitoring and decision systems
[0 Determine compliance for facial recognition and video analysis
[ Review Al tools for hiring/employee management
Using or Implementing Large Language Model Solutions
[] Threat model LLM components and architecture
[ Verify data security
L] Implement access controls
[] Require rigorous control of training data, pipelines, models, algorithms
[] Evaluate input validation and output filtering
[0 Map workflows, monitoring, response
[ Include testing in production release
L] Check for vulnerabilities in LLM model/supply chain

[ Investigate impact of attacks on LLM
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[1 Request audits for third-party providers

[] Update incident response playbooks

Testing, Evaluation, Verification, and Validation (TEVV)
[1 Establish continuous TEVV through Al lifecycle

L] Provide executive metrics on Al model functionality, security, reliability,

robustness

Model Cards and Risk Cards

[0 Review model's model card

[1 Review risk card if available

] Track and maintain model cards

Developed in partnership with the prestigious R&D innovator, AccuKnox is the most
comprehensive Zero Trust CNAPP::

1.

Cloud Security Posture Management (CSPM): Scan cloud accounts, identify
misconfigurations, and provide remediation guidance.

Application Security Posture Management (ASPM), Static Application Security
Testing (SAST), Dynamic Application Security Testing (DAST), and Infrastructure
as Code (IaC) Scanning and Tool Integrations: Analyze and secure applications and
infrastructure code.

Cloud Workload Protection Platform (CWPP): Scan workload images, assess risks
in VMs, containers, and Kubernetes environments, and provide remediation
recommendations.

Runtime Security: Differentiated offering for runtime security and threat
detection.

Identity and Entitlements Management: Manage identities and access controls
across your infrastructure.

Governance, Risk and Compliance (GRC): Compliance with 30+ Regulatory
compliance frameworks like SOC2, NIST, CIS, MITRE, STIG, ISO, HIPAA, GDPR,
etc.

With ModelKnox we are extending it to support AI/LLM Model Security.
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6 WHY ACCUKNOX?

5 Reasons

AccuKnox is Your Zero-Trust Cloud Security Tool For
“Build to Runtime” Security

@ Effortless Agentless: Onboard, Detect, and Protect in minutes!
@ Extensive Secures (K8s) assets; Multi-cloud and On-prem
© Effective Inline remediation to prevent “Zero Day” attacks

instead of post-attack mitigations
© Open Source Powered by KubeArmor, 750,000+ downloads
@ Innovative 10+ patents, support for 10T/Edge, 5G workloads, Al/LLM

66



®, ACCUKNOX

~ LLMs are increasing the availability and variety of attacks by enabling would-be
attackers with malicious code development through easy-to-use prompts.
GenAl is expected to enhance the efficiency of future cyberattacks by enabling
lower-level malicious actors with potentially novel and more advanced attacks"

Gartner 2023

In the era of Generative Al, security cannot be an afterthought. ModelKnox,
powered by AccuKnox CNAPP, offers a comprehensive solution for securing
your Large Language Models (LLMs) throughout their lifecycle.

This E-book gives you a tour of Key Features from ModelKnox -

End-to-end LLM pipeline security

Real-time threat detection and remediation

Compliance with industry standards (OWASP, NIST, MITRE)
Intuitive dashboard for holistic security posture management

Securing CUDA workloads (NVIDIA) for enhanced performance and security

Book a Demo

Don't let security concerns hold back your Al
innovations. With ModelKnox, embrace the
power of Large Language Models with
confidence.



